
Conical Intersections in Thymine

Serhiy Perun and Andrzej L. Sobolewski*
Institute of Physics, Polish Academy of Sciences, PL-02668 Warsaw, Poland

Wolfgang Domcke
Department of Chemistry, Technical UniVersity of Munich, D-85747 Garching, Germany

ReceiVed: June 1, 2006; In Final Form: September 20, 2006

The mechanisms which are responsible for the radiationless deactivation of thenπ* and ππ* excited singlet
states of thymine have been investigated with multireference ab initio methods (the complete-active-space
self-consistent-field (CASSCF) method and second-order perturbation theory with respect to the CASSCF
reference (CASPT2)) as well as with the CC2 (approximated singles and doubles coupled-cluster) method.
The vertical excitation energies, the equilibrium geometries of the1nπ* and 1ππ* states, as well as their
adiabatic excitation energies have been determined. Three conical intersections of the S1 and S0 energy surfaces
have been located. The energy profiles of the excited states and the ground state have been calculated with
the CASSCF method along straight-line reaction paths leading from the ground-state equilibrium geometry
to the conical intersections. All three conical intersections are characterized by strongly out-of-plane distorted
geometries. The lowest-energy conical intersection (CI1) arises from a crossing of the lowest1ππ* state with
the electronic ground state. It is found to be accessible in a barrierless manner from the minimum of the1ππ*
state, providing a direct and fast pathway for the quenching of the population of the lowest optically allowed
excited states of thymine. This result explains the complete diffuseness of the absorption spectrum of thymine
in supersonic jets. The lowest vibronic levels of the optically nearly dark1nπ* state are predicted to lie below
CI1, explaining the experimental observation of a long-lived population of dark excited states in gas-phase
thymine.

1. Introduction

The nucleic acid bases are the main chromophores of DNA
and absorb strongly in the 200-300 nm range. Nevertheless,
the quantum yields of photoproducts involving isomerization
of the heteroaromatic rings are very low.1 It seems that
photochemical reactions are efficiently quenched in DNA by
ultrafast nonradiative decay processes back to the electronic
ground state. These nonradiative excited-state deactivation
mechanisms provide DNA with a high degree of intrinsic
photostability.2

Experimental and computational work in recent years has led
to considerable progress in the understanding of the mechanisms
of radiationless decay of the isolated DNA bases adenine (A),
cytosine (C), guanine (G), and thymine (T), as well as the RNA
base uracil (U). Resonance-enhanced multiphoton ionization
(REMPI) as well as laser-induced fluorescence (LIF) spectra
taken in supersonic jets have been found to be broad and
structureless in uracil and thymine, indicating extensive mixing
among excited states and/or ultrashort excited-state lifetimes3.
For adenine, guanine, and cytosine, on the other hand, sharp
excitation spectra indicating long-lived vibronic levels have been
observed, albeit only in a narrow energy interval above the origin
of the spectra.4-7 Time-resolved measurements in solution8-12

as well as in the gas phase13-16 have confirmed the very short
(subpicosecond) excited-state lifetimes of the DNA bases.
Computational studies have revealed the existence of low-lying

conical intersections as well as low-barrier reaction paths leading
to the latter.17-28 On the basis of the computationally identified
pathways, it has become possible to develop a simple mecha-
nistic picture of the photophysics of isolated nucleic acid bases,
in which ultrafast internal conversion dynamics at conical
intersections29 plays a decisive role. It has been proposed that
conical intersections related to specific out-of-plane deformations
of the six-membered heteroaromatic rings dominate the radia-
tionless deactivation of the lowest excited states of A,21-24,27,28

U,20,25,26and C.17,19For adenine, it has been shown that conical
intersections related to excited-state hydrogen abstraction from
acidic groups18,22-24 and opening of the five-membered ring22

become accessible at higher excitation energies (≈5.5 eV).
Taken together, these radiationless-decay processes via conical
intersections seem to provide the DNA bases with a high degree
of photostability over a wide range of UV wavelengths.

Relatively few computational investigations of the excited
states have been published for T. Vertical excitation energies
have been obtained by Lorentzon et al., Shukla and Mishra as
well as Shukla and Leszczynski with the CASPT2 method
(second-order perturbation theory based on the complete-active-
space self-consistent-field (CASSCF) reference), the single-
excitation configuration interaction (CIS) method, and time-
dependent density functional theory (TDDFT), respectively.30-32

Geometry optimization at the CIS level has predicted signifi-
cantly nonplanar geometries of the lowest1nπ* and1ππ* excited
states of T.31 More recently, Gustavsson et al. have performed
a more extensive exploration of the excited-state potential-
energy surfaces of T and U with CASSCF and TDDFT
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methods.26 A S1-S0 conical intersection has been located at
the CASSCF level which is reached by a pronounced torsion
of the C4-C5 bond and pyramidization at C5, in agreement with
previous results for U.20 A barrier of about 0.2 eV (1600 cm-1)
has been predicted on the reaction path between the S1 minimum
and the conical intersection in aqueous solution (solvation has
been described in a dielectric continuum model).

In the present work, we have employed the CASSCF/
CASPT233 as well as CC2 (approximated second-order singles
and doubles coupled-cluster)34 methods for the characterization
of the potential-energy surfaces of the lowest excited singlet
states of T.

2. Computational Methods

The ground-state geometry of T has been determined with
the MP2 (second-order Møller-Plesset) method, making use
of the resolution-of-identity (RI) approximation.35 The correla-
tion-consistent polarized valence double-ú (cc-pVDZ) basis set36

with polarization functions on all atoms was used in the MP2
ground-state geometry optimization.

Vertical excitation energies have been calculated with the
CASSCF/CASPT233 and CC234 methods. A systematic study
of the influence of the quality of the basis set on the excitation
energies has been performed. The following four basis sets have
been employed (number of primitives/basis functions in paren-
theses): def-SV(P) (240/138),37 cc-pVDZ (348/156),36 ANO-L
(669/156),38 and TZVPP (510/ 363).39

The search for the minimum-energy structures of the lowest
1ππ* and 1nπ* states was performed with the CASSCF and
CC2 methods. In a first step, the geometries have been optimized
with Cs symmetry constraint. This is useful to distinguish
between a′′(π) and a′(σ/n) orbitals and to divide the electroni-
cally excited states into A′ and A′′ symmetry blocks. Taking
the local minimum-energy structures of the1ππ* and1nπ* states
obtained withCs-constrained optimization as initial guesses, we
have reoptimized the geometries of the excited states inC1

symmetry. The active space in these CASSCF/CASPT2 calcula-
tions consisted of 12 electrons distributed over 10 (8π + 2n)
valence orbitals.

The search for conical intersections between the S1 and S0

energy surfaces was performed at the CASSCF level, using the
corresponding module in the Gaussian 98 program package.40,41

The active space in this case was reduced to six electrons
distributed over six orbitals. The initial guesses of the geometries
of the conical intersections were constructed by stretching and
twisting of the C-N bonds of the heteroaromatic ring of T, as
suggested by previous results for DNA bases.19-28 These
previous calculations have shown that the S0 and S1 wave
functions at the S1-S0 conical intersections typically are of
biradical character and are well represented by a rather compact
active space. This justifies the use of the small 6/6 active space
for the location of the conical intersections. The Cartesian
coordinates of all optimized structures are given in the Sup-
porting Information.

Having optimized the local minima of the excited states and
the conical intersections, the linearly interpolated internal-
coordinate (LIIC) reaction path was constructed. The LIIC path
is defined as the straight line in the multidimensional internal-
coordinate space which connects a given initial structure (local
minimum) with a given final structure (conical intersection).
Single-point energy calculations have been performed along each
LIIC path with the state-averaged CASSCF method to obtain
the reaction-path potential-energy profiles. For these single-point
energy calculations, the larger active space consisting of 12

electrons distributed over 10 (8π + 2n) orbitals has been used.
The six lowest electronic states were included in the CASSCF
energy functional with equal weights. The continuity of the
electronic character of the excited states along the reaction path
was controlled by the calculation of the transition dipole
moments (from the ground state to the corresponding excited
state) as well as by the analysis of the configurational character
of the CASSCF wave functions. Finally, single-point energy
calculations were performed at the optimized ground-state
geometry as well as at the excited-state local minima and
conical-intersection structures with the CASPT2 and CC2
methods, employing the cc-pVDZ basis set.

The TURBOMOLE-5.7 package42 was used for all MP2 and
CC2 calculations. The CASSCF optimization of the excited-
state equilibrium structures was performed with the GAMESS43

package, while the CASSCF/CASPT2 single-point energy
calculations were performed with the MOLCAS-5 program
suite.44

3. Results and Discussion

3.1. Ground-state Geometry and Vertical Excitation
Energies.The ground-state equilibrium geometry of T deter-
mined at the MP2/cc-pVDZ level is shown in Figure 1. This
structure belongs to theCs symmetry group. All atoms, with
the exception of two hydrogens of the methyl group, lie in the
plane of the six-membered ring. The calculated dipole moment
is 3.84 D.

The vertical excitation energies of the lowest five excited
singlet states of1ππ* and 1nπ* character of T, obtained at the
CASSCF, CASPT2, and CC2 levels with the four basis sets,
are given in Table 1 (1ππ* states) and Table 2 (1nπ* states).
As can be seen from Table 1, the CASSCF1ππ* excitation
energies computed with the ANO-L basis set are lower than
those calculated with the cc-pVDZ basis by about 0.3 eV. This
average difference becomes about 0.2 eV at the CASPT2 level.
The extension of the basis from cc-pVDZ to ANO-L lowers
the CASSCF1nπ* energies by about 0.1 eV (see Table 2). At
the CASPT2 level, on the other hand, the energies of the first
two 1nπ* transitions determined with the cc-pVDZ basis are
lower than the corresponding ANO-L values by about 0.05 eV.
Overall, the1ππ* excitation energies are more basis-set de-
pendent than the1nπ* excitation energies.

The present CASPT2 results for the1ππ* states of T are in
good agreement with the CASPT2 data reported previously by
Lorentzon et al.30 For the1nπ* states, on the other hand, we
invariably obtained excitation energies which are higher by
several tenths of an electronvolt than the data reported by
Lorentzon et al. Neither extension of the active space (by

Figure 1. Ground-state equilibrium geometry of thymine, determined
at the MP2/cc-pVDZ level. Bond lengths are given in angstroms.
Standard numeration of the atoms is given here and in what follows.
The numeration of hydrogen atoms corresponds to that of the heavy
atoms involved in the respective covalent bonds.
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additionaln orbitals) nor the addition of diffuse functions has
led to a significant lowering of the1nπ* excitation energies. It
seems that the1nπ* excitation energies of Lorentzon et al.
cannot be reproduced with standard basis sets and active spaces
(Lorentzon et al. employed a special procedure of including
diffuse functions in the basis set and subsequently deleting
Rydberg-type orbitals from the active space).

In the case of the CC2 method, the1ππ* transition energies
obtained with the TZVPP basis are lower than those computed
with the def-SV(P) (cc-pVDZ) basis set by about 0.3 eV (0.2
eV) (see Table 1). For the1nπ* transitions, an average difference
of about 0.2 eV is observed between the TZVPP and def-SV-
(P) results. This difference is reduced to 0.15 eV (on average)
for the TZVPP and cc-pVDZ results (see Table 2). The energies
of higher transitions, both of1ππ* or 1nπ* character, are more
sensitive to the improvement of the basis set than those of the
low-lying excited states. This reflects the increasingly ionic
character of higher excited states and the onset of valence-
Rydberg mixing.

Comparing the CASPT2 and CC2 excitation energies calcu-
lated with the cc-pVDZ basis set, we observe that the CC2
values for the1ππ* states are higher than the CASPT2 data by
about 0.7 eV. For the1nπ* states, on the other hand, the
CASPT2 and CC2 excitation energies obtained with the cc-
pVDZ basis are very similar. Both the CC2 and CASPT2
excitation energies of the1ππ* states decrease with the extension
of the basis set. The CC2 excitation energies are intrinsically
higher than the experimental excitation energies and approach
the latter from above with the extension of the basis set. The
CASPT2 excitation energies of the1ππ* states, on the other
hand, tend to be lower than the experimental values when large
basis sets are employed. This feature of CASPT2 explains why
often very accurate1ππ* excitation energies are predicted with
basis sets of DZP quality.

Comparison with (estimated) experimental gas-phase vertical
excitation energies is possible for the optically allowed1ππ*
states; see Table 1. The CASPT2 excitation energies obtained
with the ANO-L basis are in very good agreement with the
experimental estimates (within 0.1 eV). The CC2 excitation
energies obtained with the TZVPP basis appear to be too high
in energy by about 0.5 eV.

3.2. Excited-state Minimum-energy Structures and En-
ergetics.The equilibrium geometries of the lowest1nπ* and
1ππ* excited states of T, optimized at the CC2/cc-pVDZ level

with Cs symmetry constraint, are shown in Figure 2. The bond
lengths (in angstroms) are indicated. The bond lengths deter-
mined at the CASSCF/cc-pVDZ level are given in parentheses.
Most bond lengths agree within a precision of about 0.05 Å. In
the case of the1nπ* equilibrium structure (Figure 2a), however,
the length of the C4dO4 bond predicted by CC2 is longer (by
0.1 Å) and the length of the C4sC5 is shorter (by 0.093 Å)
than the corresponding distances determined at the CASSCF
level. In the case of the1ππ* equilibrium geometry (Figure 2b),
differences of about 0.1 Å (0.074 Å) are found between the
CC2 and CASSCF lengths of the N1sC2 (C2dO2) bonds.

The lengths of the C4dO4 and C4sC5 bonds of the1nπ*
equilibrium structure differ substantially from those of the
ground state (see Figure 1). Since then orbital of the lowest
1nπ* excited state is primarily of O4 lone-pair character,
excitation to this state leads to a shift of electronic population
toward the aromatic ring, resulting in a considerable change of
the geometry of the C5sC4dO4 moiety. The previously reported
equilibrium geometry of the1nπ* excited state of T determined
at the CIS level30 as well as the MRCI20 and DFT/MRCI45

optimized 1nπ* minimum-energy structures of U are also
characterized by an elongated C4dO4 distance of about 1.3 Å.
The CC2 method predicts a substantially longer C4dO4 bond
distance of 1.44 Å. This substantial elongation of the C4dO4

bond can be considered as a characteristic property of the lowest
1nπ* state of T and U. The CC2-determined equilibrium
geometry of the1ππ* excited state is characterized by a
moderate extension of the bond lengths in comparison with the
ground-state structure. The increase of the C5dC6 distance by
about 0.1 Å indicates a certain change of character of this bond
from a double bond toward a single bond.

Optimization of the1nπ* excited-state geometry without
symmetry constraint, either on the CC2 or the CASSCF level,
leads to a slightly out-of-plane distorted structure. The distortion
involves primarily the C5C4N3 moiety. The dihedral angles
which characterize this distortion areδ(C5C4N3C2) ) 9.4° and
δ(C5C4N3H) ) 165.9° at the CASSCF level. The CC2 method
predicts a qualitatively similar slightly nonplanar structure, with
dihedral anglesδ(C5C4N3C2) ) 6.02° and δ(C5C4N3H) )
170.4°. All attempts of optimization of the1ππ* equilibrium
geometry without symmetry constraints at the CC2 level have
failed, resulting in the collapse of the1ππ* wave function to
that of the 1nπ* excited state. However, it was possible to
optimize the1ππ* minimum-energy structure without symmetry

TABLE 1: Vertical Excitation Energies (in electronvolts) of the 1ππ* States of Thymine, Computed with the CASSCF,
CASPT2, and CC2 Methods Using the def-SV(P), cc-pVDZ, ANO-L, and TZVPP Basis Sets, at the MP2/cc-pVDZ Ground-state
Geometry

E(CASSCF) E(CASPT2) E(CC2)

cc-pVDZ ANO-L cc-pVDZ ANO-L def-SV(P ) cc-pVDZ TZVPP absorption in the gas phase50

1ππ*1 6.47 6.16 4.81 4.68 5.60 5.52 5.29 4.8
1ππ*2 7.24 7.06 5.99 5.84 6.70 6.59 6.39 5.7
1ππ*3 8.23 7.87 6.26 6.06 7.08 7.03 6.71 6.2
1ππ*4 9.19 8.83 7.08 6.80 7.99 7.92 7.56 >6.7
1ππ*5 9.35 9.26 7.99 7.79 8.37 8.15 7.70

TABLE 2: Vertical Excitation Energies (in electronvolts) of the 1nπ* States of Thymine, Computed with the CASSCF,
CASPT2, and CC2 Methods Using the def-SV(P), cc-pVDZ, ANO-L, and TZVPP Basis Sets, at the MP2/cc-pVDZ Ground-state
Geometry

E(CASSCF) E(CASPT2) E(CC2)

cc-pVDZ ANO-L cc-pVDZ ANO-L def-SV(P) cc-pVDZ TZVPP
1nπ*1 5.05 4.95 4.97 5.02 5.06 5.00 4.88
1nπ*2 6.62 6.44 6.51 6.55 6.47 6.40 6.25
1nπ*3 8.09 8.01 7.32 7.29 6.93 6.85 6.64
1nπ*4 8.28 8.09 7.05 6.95 7.34 7.16 6.74
1nπ*5 10.4 10.3 8.56 8.44 7.35 7.30 7.11
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constraints with the CASSCF method. The resulting geometry
is characterized by a slightly puckered C4C5C6 moiety, with
the relevant dihedral angles beingδ(C4C5C6N1) ) 5.32° and
δ(C4C5C6H) ) -156.6°.

The adiabatic excitation energies of the1ππ* and1nπ* excited
states, calculated at the CC2/cc-pVDZ and CASPT2/cc-pVDZ
levels at the CASSCF and CC2 optimized planar excited-state
equilibrium geometries, are given in Table 3. Optimization of
the geometry at the CC2 level stabilizes the energy of the1ππ*
excited state by 0.5 eV, while the energy of the1nπ* excited
state is lowered by 1.05 eV. For comparison, CASPT2 single-
point energy calculations were performed at the CC2-optimized
geometries of both excited states. Inclusion of dynamic electron
correlation in the geometry optimization leads to an adiabatic
excitation energy of the1ππ* state of 4.48 eV and that of the
1nπ* excited state of 4.29 eV.

It can be seen that the CASPT2 adiabatic excitation energies,
calculated with CASSCF and CC2 optimized geometries,
respectively, may differ by several tenths of an electronvolt.
This reflects a long-standing problem of the CASSCF/CASPT2
protocol: the neglect of dynamical electron correlation effects
in the geometry optimization is a serious approximation. For a
recent discussion of this problem, see ref 46. An example of
these difficulties is provided by the vertical and adiabatic
excitation energies of the lowest1ππ* state in Tables 1 and 3.
The adiabatic excitation energy calculated with CASPT2 for
the CASSCF-optimized excited-state geometry is higher than
the vertical excitation energy calculated with CASPT2 at the
MP2-optimized geometry of the ground state. Obviously, the
MP2 ground-state equilibrium geometry is a better approxima-
tion to the true (that is, CASPT2) excited-state geometry than
the CASSCF-optimized geometry of the excited state. This
artifact disappears when CC2-optimized excited-state geometries
are used (see Table 3). The combination of CC2 geometry
optimization and CASPT2 single-point energy calculation thus
appears to be a potentially very useful improvement of the
CASSCF/CASPT2 protocol.

As mentioned above, the breaking of theCs symmetry leads
to slightly puckered structures of the1nπ* and 1ππ* excited
states. The associated stabilization energy is 0.12 eV for the
1ππ* excited state (resulting in an adiabatic excitation energy
of 4.36 eV) and 0.43 eV for the1nπ* state (resulting in an
adiabatic excitation energy of 3.87 eV) at the CASPT2 level.
For comparison, the estimated origin of the1ππ* absorption
spectrum of jet-cooled T is at 4.39 eV.3 This again confirms
that CASPT2 yields very accurate excitation energies for the
lowest1ππ* state.

3.3. Conical Intersections.The optimization of the geom-
etries of conical intersections of the S0 and S1 energy surfaces
was performed at the CASSCF level with the cc-pVDZ basis

set. Three different structures, representing local minima of the
hypersurface of S1-S0 intersection, were found. These structures
are shown in Figure 3. We refer to them as CI1, CI2, and CI3 in
what follows. All structures are strongly out-of-plane distorted,
involving pronounced torsion of the C4-C5 bond and/or
pyramidization at C5. The lengths of the C4-C5 and C5-C6

bonds of all three conical-intersection geometries differ signifi-
cantly from those of the ground-state structure as well as the
1nπ* and 1ππ* excited-state structures.

The geometry of the CI1 conical intersection (Figure 3a) is
very similar to that reported by Gustavsson et al.26 The methyl
group is strongly out-of-plane displaced. The corresponding
dihedral angleδ(N3C4C5C) is 83.8°, and the C-C5 bond is
almost perfectly perpendicular to the ring plane. The two other
dihedral angles, which are characteristic for the out-of-plane
displacement of the H6 atom and for the torsion of the C5-C6

bond, areδ(C2N1C6H) ) 147.7° and δ(C4C5C6N1) ) 49.3°,
respectively. The value of the latter angle is in qualitative
agreement with the magnitude of double-bond twisting of about
60°, which has been found to be typical for conical-intersection
structures of DNA bases.21 The CI1 geometry does not exhibit
an extended C4dO4 bond length. This is an indication that the
character of the S1 state at the crossing is1ππ* rather than1nπ*.

As can be seen from Figure 3b, the CI2 conical-intersection
structure is, in addition to the out-of-plane displacement of the
methyl group and the H6 atom, characterized by a very
pronounced out-of-plane distortion of the C4dO4 group. The
length of the C4dO4 bond is 1.382 Å, considerably longer than
in the ground state, indicating that the S1 state is of1nπ*
character at the intersection. The twisted C4-C5 bond is
considerably longer than in the ground state. The dihedral angles
characterizing the out-of-plane displacement of H6 and the
methyl group areδ(C2N1C6H) ) 69.5° and δ(N3C4C5C) )
143.8°, respectively. The dihedral angleδ(C4C5C6N1), which
describes the twisting of the C5dC6 double bond, is 46.7°. The
geometry of CI2 resembles to a great extent the structure of the
three-state (S0-S1-S2) conical intersection determined by
Matsika at the MRCI level for uracil.45

In the CI3 structure (Figure 3c), two bond distances are
strongly elongated: the length of the C5-C6 bond has increased
to 1.552 Å and the C4dO4 bond has lengthened to 1.676 Å.
The pronounced increase of the C4dO4 bond length is a clear
indication that CI3 corresponds to a crossing of the1nπ* state
with the ground state. The dihedral angleδ(C4C5C6N1), which
is a measure of the twisting of the C5dC6 bond, is 71.5° in the
CI3 structure, confirming the empirical rule mentioned above.
The dihedral angles describing the out-of-plane displacements
of the H6 atom and the methyl group areδ(C2N1C6H6) ) 99.2°
andδ(N3C4C5C) ) 167.2°.

To explore the correlation of the S1-S0 conical intersections
with the vertically excited states, the LIIC reaction paths were
constructed from the equilibrium geometry of the ground state
to the corresponding conical-intersection structures. The CASS-
CF potential-energy profiles calculated along these paths are
shown in Figure 4. It should be stressed that these LIIC/CASSCF
energy functions are intended to give a qualitative overview of

Figure 2. Equilibrium geometries of the lowest1nπ* (a) and 1ππ*
(b) excited states of thymine, determined at the CC2/cc-pVDZ level
with Cs symmetry constraint. Bond lengths are given in angstroms.
The bond lengths determined at the CASSCF/cc-pVDZ level are given
in parentheses.

TABLE 3: CASPT2/cc-pVDZ and CC2/cc-pVDZ Adiabatic
Excitation Energies (in electronvolts) of the Lowest1ππ* and
1nπ* States of Thymine, Calculated at the CASSCF and
CC2 Optimized Planar Excited-state Geometries

method/ excited state CASPT2 CC2

method of geometry optimization 1ππ* 1nπ* 1ππ* 1nπ*

CASSCF 5.23 4.69 5.30 4.65
CCS 4.48 4.29 5.02 3.95

Conical Intersections in Thymine J. Phys. Chem. A, Vol. 110, No. 49, 200613241



the diabatic state correlations. They do not provide quantitative
energetic information, because (i) the reaction paths are not
minimum-energy paths and (ii) dynamical electron-correlation
effects are not included.

The calculated potential-energy profiles of the four states of
interest along the reaction path from the minimum of the ground
state to the CI1 intersections are shown in Figure 4a. While the
energies of the1nπ* excited state and the second1ππ* excited
state increase monotonically along this reaction path, the energy
profile of the lowest1ππ* excited state exhibits sort of a plateau
at the beginning of the reaction path and then decreases,
eventually crossing the energy profile of the ground state. The
energy of this S1-S0 crossing is lower than the vertical
excitation energies of the1nπ* state and the lowest1ππ* state.
The energy functions of the1ππ* state and the1nπ* state cross
at an energy which is only slightly above the1ππ* vertical
excitation energy. While the CASSCF energy profiles in Figure
4a indicate the existence of a tiny barrier in the1ππ* energy
profile, this barrier certainly will disappear when the minimum-
energy reaction path is considered and dynamical electron-
correlation effects are included. We can thus conclude that the
lowest1ππ* state of T is connected in a barrierless manner with
the S1-S0 conical intersection CI1, which is the lowest-energy

intersection identified in the present work. It should be
mentioned that the reactive character of the1ππ* surface was
noted previously for U.20,25,31The CI1 intersection in T appears
to be closely analogous to the conical intersection previously
located in U.

As shown by Figure 4b, the conical intersection CI2 arises
from a degeneracy of the lowest1nπ* state with the ground
state at an energy of about 7 eV. The gap of about 0.4 eV
between the two states at the location of the conical intersection
is of technical origin: the structure of the conical intersection
has been determined with a smaller active space than that used
for the single-point energy calculations along the LIIC path.
The energy of CI2 is about the same as the1ππ* vertical
excitation energy. In contrast to CI1, the energies of all excited
states increase along the reaction path from the ground-state
geometry to the CI2 intersection.

Following the reaction path to the CI3 intersection (Figure
4c), the energies of the lowest excited singlet states (the1nπ*
state and the two1ππ* states) increase in a nonmonotonic
fashion. The hump in all four potential-energy profiles probably
is a feature introduced by the LIIC path: the straight-line path
cuts through a ridge of the surfaces, rather than following the
valley. A crossing of the lowest two excited states with the

Figure 3. Geometries of the S1-S0 conical intersections CI1 (a), CI2 (b) and CI3 (c) (top and side view), optimized at the CASSCF/cc-pVDZ level.
Bond lengths are given in angstroms.

Figure 4. Potential-energy profiles of the ground state (circles), the1nπ* state (triangles), and the first (open squares) and the second (full squares)
1ππ* states of thymine, calculated at the CASSCF/cc-pVDZ level along the LIIC reaction paths from the equilibrium geometry of the ground state
to the CI1 (a), CI2 (b), and CI3 (c) conical intersections. Eleven single-point energies have been calculated for each state along each path.
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ground state is found at an energy of about 7 eV, which is higher
than the1nπ* and 1ππ* vertical excitation energies by 2.0 and
0.5 eV, respectively. The CI3 structure exhibits a considerably
elongated C4dO4 bond, reflecting the1nπ* character of the S1
state at the crossing with the S0 state. The lowest1ππ* state is
very close in energy to the1nπ* and S0 states at the crossing
geometry of the latter, so that all three states become almost
degenerate. This suggests that a three-state conical intersection
can be found nearby. The existence of such intersections recently
has been discussed for U45 and C.47

Our final results on the energetics of the lowest singlet states
of T are shown in Figures 5 and 6. In Figure 5, the energy-
level diagram of the lowest1nπ* and 1ππ* excited states and
of the ground state is given, calculated at the planar equilibrium
geometries of the1nπ* and 1ππ* states and at the optimized
CI1, CI3 structures with the CASPT2 method. The energy levels
of CI2 are not included for clarity (they are similar to those of
CI3). Figure 6 gives the corresponding results obtained with the
CC2 method. As can be seen, the qualitative picture of the
energetics of excited-state minima and conical intersections
predicted by the two electronic-structure methods is quite
similar. Both CASPT2 and CC2 predict that the CI1 intersection
is significantly lower than CI2 and CI3 and is energetically close
to the minimum energies of the1nπ* and 1ππ* excited states.
The CASPT2 method predicts the energy of CI1 about 0.1 eV
higher than the minimum energy of the1nπ* excited state and
about 0.1 eV lower than the minimum energy of the1ππ* state.
When the CC2 method is employed, these differences increase
to about( 0.3 eV. According to both CASPT2 and CC2, the
CI3 and CI2 conical intersections occur at energy of about 7.5

eV. This is about 3 eV higher than the minimum energies of
the 1ππ* and 1nπ* excited states. We thus can conclude that
the CI2 and CI3 conical intersections lie too high in energy to
be involved in the photophysics of the lowest excited states of
T.

3.4. Discussion.Canuel et al. have observed a two-component
decay of T in the gas phase with lifetimes of 105 fs and 5.12
ps, respectively.16 In light of the present results, the shorter
component can be interpreted as the decay of the1ππ* excited
state through the CI1 conical intersection, while the longer time
scale may reflect the decay of low vibronic levels of the1nπ*
excited state. According to He et al., the excitation of T to the
S1 state in the gas phase results in a partial trapping of the
molecule in a dark state, which was suggested to be of1nπ*
character.15,48The lifetime of this dark state was determined to
be of the order of tens to hundreds of nanoseconds. The excited-
state landscape described above seems to confirm the model
proposed in ref 47. The efficiency of the decay of the1nπ*
state depends on the relative energy of the1nπ* origin and the
CI1 conical intersection, as well as on the height of the barrier
which separates the1nπ* minimum from CI1 (if such a barrier
exists at all). According to the calculations, the1nπ* origin is
located slightly below the lowest S1-S0 conical intersection in
T, which supports the idea of a long-lived population of dark
vibronic levels (close to the local minimum of the S1(nπ*)
surface). All our attempts of locating a saddle point on the S1

potential-energy surface were unsuccessful. The origin of the
lowest 1ππ* state, on the other hand, is predicted above the
energy of the lowest S1-S0 conical intersection. This result,
together with the absence of a barrier on the reaction path to
CI1, indicates a rapid radiationless decay of all1ππ* vibronic
energy levels through this conical intersection, in agreement
with the observation of a completely structureless excitation
spectrum of T in supersonic jets.3

It should be mentioned that the model presented here is based
on the qualitative analysis of the character of the potential-
energy surfaces of the lowest excited states of T. The develop-
ment of a more precise picture of the dynamics of T upon
electronic excitation, which involves the competition of various
radiationless electronic decay channels with intrastate vibrational
relaxation, requires time-dependent quantum wave packet
calculations on accurate multidimensional potential-energy
surfaces.

It should finally be pointed out that presence of a solvent
may significantly alter the excited-state energetics of T.26 It was
estimated for uracil that solvation by six water molecules raises
the energy of the1nπ* excited state by about 0.5 eV.49 A similar
effect is expected for thymine and may lead to a reversal of the
ordering of the1nπ* and 1ππ* excited states as well as to a
change in the relative energy of the relevant conical intersec-
tions. Solvation may thus have a significant impact on the
photophysical behavior of T. In ref 48, it has been shown that
complexation with water molecules indeed leads to the disap-
pearance of the signal associated with the long-lived dark state.

4. Conclusions

The energy surfaces of the excited singlet states of T have
been explored with the CASSCF/CASPT2 and CC2 methods.
Comparison of the CASPT2 and CC2 vertical excitation energies
shows that both methods predict a qualitatively similar excitation
spectrum, although there are differences in detail. The CC2
method with the basis sets employed in the present work tends
to overestimate the energies of the1ππ* transitions, while
CASPT2 yields1ππ* excitation energies in good agreement with

Figure 5. Energy-level diagram of the S0 (dotted line), the1nπ* (solid
line), and the1ππ* (dashed line) states of thymine, calculated with the
CASPT2 method at the equilibrium geometry of the1nπ* excited state
and the CI1 and CI3 conical intersections. The energies (relative to the
minimum energy of the ground state) are given in electronvolts.

Figure 6. Energy-level diagram of the S0 (dotted line), the1nπ* (solid
line), and the1ππ* (dashed line) states of thymine, calculated with the
CC2 method at the equilibrium geometry of the1nπ* excited state and
the CI1 and CI3 conical intersections. The energies (relative to the
minimum energy of the ground state) are given in electronvolts.
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the experimental data. For the1nπ* states, the differences
between CASPT2 and CC2 excitation energies are minor.

The equilibrium geometries of the lowest1nπ* and 1ππ*
excited states of T have been determined at the CASSCF and
CC2 levels. They are slightly nonplanar. A significant increase
of the C4dO4 bond length is characteristic for the1nπ* excited
state. The energies of the lowest1nπ* and 1ππ* excited states
have been calculated with CC2 and CASPT2 at the CASSCF-
and CC2-optimized geometries. The combination of CC2
geometry optimization and CASPT2 single-point energy cal-
culation appears to be a viable alternative to the CASSCF/
CASPT2 protocol.

Three S1-S0 conical intersections (more precisely, three local
minima of the S1-S0 intersection hypersurface) have been
located. All conical intersections are characterized by strongly
out-of-plane distorted geometries of the heterocyclic ring. In
particular, the H6 atom and the methyl group are twisted out of
the plane of the ring. The lowest-energy intersection, CI1, arises
from a crossing of the lowest1ππ* state with the S0 state and
is accessible in a barrierless manner from the minimum of the
1ππ* state. It provides a direct and fast pathway for the
quenching of the population of the lowest1ππ* excited state
of T. This finding explains the absence of any sharp structures
in the absorption spectrum of T in supersonic jets. The other
two conical intersections, CI1 and CI2, involve the crossing of
the lowest1nπ* excited state with the S0 state and are higher in
energy (about 7.5 eV above the S0 minimum). They are
presumably not relevant for the radiationless decay of the lowest
excited states but may come into play when T is excited with
larger excess energies.
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